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Floodsub is a simple, robust and popular peer-to-peer publish/subscribe (pubsub) protocol, where
nodes can arbitrarily leave or join the network, subscribe to or unsubscribe from topics and forward
newly received messages to all of their neighbors, except the sender or the originating peer. To show
the correctness of Floodsub, we propose its specification: Broadcastsub, in which implementation
details like network connections and neighbor subscriptions are elided. To show that Floodsub does
really implement Broadcastsub, one would have to show that the two systems have related infinite
computations. We prove this by reasoning locally about states and their successors using Well-
Founded Simulation (WFS). In this paper, we focus on the mechanization of a proof which shows
that Floodsub is a simulation refinement of Broadcastsub using WFS. To the best of our knowledge,
ours is the first mechanized refinement-based verification of a real world pubsub protocol.

1 Introduction

Peer-to-Peer (P2P) systems are decentralized distributed systems, which constitute overlay networks built
over physical networks, such as the Internet [2]. These systems are characterized by self-organization,
being able to handle highly dynamic network configurations, with nodes being able to join or leave the
overlay network, which allows for scalability in the size of the networks. Publish/Subscribe (pubsub)
systems are P2P systems that allow (1) consumers of information (subscriber nodes) to query the system,
and (2) producers of information (publisher nodes) to publish information to the system. Publishers
are able to send messages to multiple recipients without them having to know who the subscribers are.
This is achieved by associating subscriptions and messages with topics. For example, in a chat room
application, each room is a pubsub topic and clients post chat messages to rooms, which are received
by all other clients (subscribers) in the room. The Scribe system [5] was a first attempt at providing
topic-based pubsub functionality over the Pastry P2P network [33].

A most basic implementation of pubsub systems is Floodsub [36, 1]. In Floodsub, nodes are free
to leave or join the network. Every node has information about its neighboring nodes and their sub-
scriptions. Whenever a node joins, subscribes to or unsubscribes from a topic, it updates its neighboring
nodes. Messages are forwarded to all neighbors that subscribe to the topic of the message, except the
source (originating node) of the message, or the node that forwarded this message. Our implementation
of Floodsub is based on its specification [36]. However, we did not do any conformance testing or cross
validation against existing implementations. And we do not model Ambient Peer Discovery, which is a
way for nodes to learn about their neighbors, and is described in the specification as being external to the
protocol. Given our model of Floodsub protocol, how can we verify that it actually is an implementation
of a pubsub system? We need a specification for a pubsub system and some notion of correctness.

We propose Broadcastsub [1] as the specification for a P2P pubsub system. Broadcastsub nodes can
freely leave and join the network. Nodes maintain a list of topics they subscribe to. However, there is
no notion of neighboring nodes. Messages are broadcasted “magically” to all the subscribers in a single
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transition. Notice that Broadcastsub is the simplest P2P pubsub system, where implementation details
like subscription updates, neighboring nodes and their subscriptions are abstracted. In this paper, we
focus on the mechanization of the proof that Floodsub is a simulation refinement [31] of Broadcastsub
using Well-Founded Simulation (WFS) [23] in ACL2 Sedan (ACL2S) [12, 6].

To show that Floodnet implements Broadcastnet, we will prove that Floodnet is a simulation refine-
ment of Broadcastnet. Why are we proving a simulation refinement? Because we are comparing two P2P
systems at different levels of abstraction. In a Broadcastsub network, a message broadcast propagates
to all subscribers (of the message) instantly. However, in a Floodsub network, a message may require
several hops from one node to another, until it reaches all of the subscribers. It is often the case that
a lower-level implementation takes several steps to match a step of its higher level specification. Prov-
ing a WFS guarantees that Floodsub states and related Broadcastsub states have related computations.
This notion of correctness implies that the two systems satisfy the same ACT L∗ \X [4] properties. WFS
proofs are structural and local, requiring proofs about states and their successors, instead of infinite paths,
thereby allowing proofs to be amenable to formal verification. This work is a piece of a larger puzzle that
allows us to reason about more complex P2P systems using compositional refinement [25, 24], which
we want to extend all the way down to Gossipsub [35]. Since our models are public, protocol engineers
will be able to easily define/extend their own P2P systems and attempt to show that their model is a
refinement of one of our existing ones. Our proof of refinement spells out exactly how the proof breaks,
if these conditions are not satisfied. Hence, our contribution can also be used to tag P2P systems with
the kinds of network attacks they are prone to, corresponding to the refinement conditions that were not
satisfied.

We make the following contributions: (1) Formal, executable, open and public models of Floodsub
and Broadcastsub protocols expressed as transition systems, and (2) a mechanized proof in ACL2S

showing that Floodsub is a simulation refinement of Broadcastsub. We discuss related work in Section 5;
and ours is the first mechanized refinement-based verification of a real world pubsub protocol. While
refinement is a standard formal method, it has never been previously applied to P2P pubsub protocols
like FloodSub. Our models and proofs are publicly available in our repository [21]. Overall, our code
consists of 476 theorems proved, and 10277 lines of lisp code.

Paper Outline. Section 2 describes Floodnet and Broadcastnet models for Floodsub and Broadcastsub,
respectively. Section 3 describes the refinement theorem. Section 4 is a discussion about the theorem
proving process and effort that went into this proof. Section 5 discusses related work. Section 6 con-
cludes.

2 Model Descriptions

We model Floodsub and its specification Broadcastsub using transition systems consisting of states and
transition relations (boolean functions on 2 states) that depend on transition functions. We call our
models Floodnet and Broadcastnet respectively. In this section we will explain each of our transition
system models in a top-down fashion. The state models are self explanatory. The interesting parts of the
following code listings are the transition relations, where we place conditions, not only as sanity checks
or for cases, but also as guards to disallow illegal behaviour, like requiring that a peer leaving a network
is already in the network. We will discuss such conditions in detail.
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2.1 Broadcastnet

The state of a Broadcastnet is stored in a map from peers to their corresponding peer-states. We represent
peers by natural numbers. A Broadcastnet peer state is a record consisting of (i) pubs : the set of topics
in which a peer publishes, (ii) subs : the set of topics to which a peer subscribes to, and (iii) seen : the
set of messages a peer has already processed. We use sorted ACL2 lists containing unique elements to
represent sets. Hence, set equality is reduced to list equality. Messages are records consisting of (i) pld
: a message payload of type string (ii) tp : the topic in which this message was published, and (iii) or :
the originating peer for this message.

(defdata s-bn (map peer ps-bn))

(defdata-alias peer nat)

(defdata ps-bn (record
(pubs . lot)
(subs . lot)
(seen . lom)))

(defdata lot (listof topic))

(defdata-alias topic var)

(defdata lom (listof mssg))

(defdata mssg (record
(pld . string)
(tp . topic)
(or . peer)))

We will now define the transition relation for Broadcastnet. The relation rel-step-bn relates 2
Broadcastnet states s and u iff s transitions to u. rel-step-bn is an OR of all the possible ways s can
transition to u. rel-skip-bn represents a transition where s chooses to skip, hence u is s.

(definec rel-step-bn (s u :s-bn) :bool
(v (rel-skip-bn s u)

(rel-broadcast-bn s u)
(rel-broadcast-partial-bn s u)
(rel-subscribe-bn s u)
(rel-unsubscribe-bn s u)
(rel-leave-bn s u)
(rel-join-bn s u)))

(definecd rel-skip-bn (s u :s-bn) :bool
(== u s))

rel-broadcast-bn defines a relation between s and u, where u represents the state resulting from
broadcasting a message in s. The broadcast is modeled as an atomic operation in which all subscribers
receive the message simultaneously. The function (br-mssg-witness s u) is a witness finding function
that calculates the message that was broadcast, if one exists. Since seen is a set of messages implemented
as an ordered list with unique elements, br-mssg-witness utilizes this ordering of unique messages to
find the broadcasted message.
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The boolean function broadcast-bn-pre is a conjunction of the following preconditions: (i) the
broadcast message is new, i.e., it is not already found in the seen set of any of the peers in s, (ii) the
originating peer of the message exists in s, and (iii) the topic of the broadcast message is one in which
the originating peer publishes messages. broadcast-bn-pre also appears as an input contract (:ic) in
the definition of the broadcast transition function. (== u (broadcast (br-mssg-witness s u) s))

in the definition of rel-broadcast-bn ensures that the message found by br-mssg-witness was the
sole message broadcast in s. We use the insert-unique function within broadcast-help to add new
messages while preserving order and uniqueness of the seen set.

In the following code snippets, we use some ACL2S syntax described as follows. ˆ, v and !

are macros for and, or and not respectively. In a property form, the form following the keyword
:h is the hypothesis, while the form following the keyword :b is the body. (nin a x) stands for
(not (in a x)). :match is a powerful ACL2S pattern matching capability which supports predicates,
including recognizers automatically generated by defdata, disjunctive patterns and patterns contain-
ing arbitrary code [30]. For more expressive pattern matching, ! is used for literal match while &

is used as a wildcard. In a function definition form, :ic and :oc abbreviate :input-contract and
:output-contract respectively.

(definecd rel-broadcast-bn (s u :s-bn) :bool
(^ (br-mssg-witness s u)

(broadcast-bn-pre (br-mssg-witness s u) s)
(== u (broadcast (br-mssg-witness s u) s))))

(definec broadcast-bn-pre (m :mssg s :s-bn) :bool
(b* ((origin (mget :or m))

(origin-st (mget origin s)))
(^ (new-bn-mssgp m s)

origin-st
(in (mget :tp m)

(mget :pubs origin-st)))))

(definec br-mssg-witness (s u :s-bn) :maybe-mssg
(cond
((v (endp s) (endp u)) nil)
((== (car s) (car u)) (br-mssg-witness (cdr s) (cdr u)))
(t (car (set-difference-equal (mget :seen (cdar u))

(mget :seen (cdar s)))))))

(defdata maybe-mssg (v nil mssg))

(definecd new-bn-mssgp (m :mssg s :s-bn) :bool
(v (endp s)

(^ (nin m (mget :seen (cdar s)))
(new-bn-mssgp m (cdr s)))))

(definecd broadcast (m :mssg s :s-bn) :s-bn
:ic (broadcast-bn-pre m s)
(broadcast-help m s))

(definecd broadcast-help (m :mssg st :s-bn) :s-bn
(match st
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(() nil)
(((p . pst) . rst)
(cons ‘(,p . ,(if (v (in (mget :tp m) (mget :subs pst))

(== p (mget :or m)))
(mset :seen

(insert-unique m (mget :seen pst))
pst)

pst))
(broadcast-help m rst)))))

(definec insert-unique (a :all x :tl) :tl
(match x
(() (list a))
((!a . &) x)
((e . es) (if (<< a e) (cons a x) (cons e (insert-unique a es))))))

We will explain rel-broadcast-partial-bn, and its necessity when discussing the proof of correct-
ness later in the paper. rel-subscribe-bn and rel-unsubscribe-bn relate states s and u where u rep-
resents the state obtained after a peer in s subscribes to or unsubscribes from a set of topics, respectively.
bn-topics-witness calculates the peer and the set of topics it subcribes to or unsubscribes from, if there
exists such peer. Notice that we reuse bn-topics-witness in the definition of rel-unsubscribe-bn,
with the arguments reversed, so as to find the topics that are subscribed to in s, but not in u. The calcu-
lated set of topics are unioned with or removed from the existing set of peer topic subscriptions of the
calculated peer, based on whether it is subscribing or unsubscribing. The definition of unsubscribe-bn
is analogous to that of subscribe-bn and is hence omitted.

(definecd rel-subscribe-bn (s u :s-bn) :bool
(^ (bn-topics-witness s u)

(mget (car (bn-topics-witness s u)) s)
(== u (subscribe-bn (car (bn-topics-witness s u))

(cdr (bn-topics-witness s u))
s))))

(definecd rel-unsubscribe-bn (s u :s-bn) :bool
(^ (bn-topics-witness u s)

(mget (car (bn-topics-witness u s)) s)
(== u (unsubscribe-bn (car (bn-topics-witness u s))

(cdr (bn-topics-witness u s))
s))))

(definec bn-topics-witness (s u :s-bn) :maybe-ptops
(cond
((v (endp s) (endp u)) nil)
((== (car s) (car u)) (bn-topics-witness (cdr s) (cdr u)))
((^ (== (caar s) (caar u))

(set-difference-equal (mget :subs (cdar u))
(mget :subs (cdar s))))

(cons (caar s)
(set-difference-equal (mget :subs (cdar u))

(mget :subs (cdar s)))))
(t nil)))
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(defdata maybe-ptops (v nil (cons peer lot)))

(definecd subscribe-bn (p :peer topics :lot s :s-bn) :s-bn
:ic (mget p s)
(let ((pst (mget p s)))
(mset p (mset :subs (union-equal (mget :subs pst) topics) pst) s)))

rel-join-bn and rel-leave-bn relate states s and u where u is obtained after a peer joins s or
leaves s, respectively. bn-join-witness calculates the peer and its peer-state, if there exists a peer that
joins s. Its definition depends on the keys of our Broadcastnet state being in order, which is guaranteed
by ACL2S maps. A peer joins a Broadcastnet state when a new default Broadcastnet peer state is set for
the corresponding peer. A peer leaves a Broadcastnet state when the entry corresponding to the leaving
peer is removed from the state.

(definecd rel-join-bn (s u :s-bn) :bool
(^ (bn-join-witness s u)

(b* ((p (car (bn-join-witness s u)))
(pst (cdr (bn-join-witness s u))))

(^ (! (mget p s))
(== u (join-bn p (mget :pubs pst) (mget :subs pst) s))))))

(definecd rel-leave-bn (s u :s-bn) :bool
(^ (bn-join-witness u s)

(mget (car (bn-join-witness u s)) s)
(== u (leave-bn (car (bn-join-witness u s)) s))))

(definec bn-join-witness (s u :s-bn) :maybe-ppsbn
(match (list s u)
((() ((q . qst) . &)) ‘(,q . ,qst))
((((p . pst) . rs1) ((q . qst) . rs2))
(cond
((== ‘(,p . ,pst) ‘(,q . ,qst)) (bn-join-witness rs1 rs2))
((!= q p) ‘(,q . ,qst)) ;; Joining peer found
(t nil)))

(& nil)))

(defdata maybe-ppsbn (v nil (cons peer ps-bn)))

(definecd join-bn (p :peer pubs subs :lot s :s-bn) :s-bn
:ic (! (mget p s)) ;; Join only if peer does not already exist in state
(mset p (ps-bn pubs subs ’()) s))

(definecd leave-bn (p :peer s :s-bn) :s-bn
:ic (mget p s) ;; Leave only if peer already exists in state
(match s
(((!p . &) . rst) rst)
((r . rst) (cons r (leave-bn p rst)))))
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2.2 Floodnet

A Floodnet peer-state is a record consisting of sets pubs, subs and seen which we described previously
in context of Broadcastnet peer-states. It also consists of pending, which is a set of messages that have
not yet been processed, and nsubs, a map from topics to list of peers. nsubs stores topic subscriptions
for neighboring peers.

(defdata s-fn (map peer ps-fn))

(defdata ps-fn
(record (pubs . lot)

(subs . lot)
(nsubs . topic-lop-map)
(pending . lom)
(seen . lom)))

When a message has not been forwarded to neighboring subscribers (processed) it remains in the
pending set. Once it is processed, it is added to the seen set. In our Floodnet model, pending and seen

are sets of messages, instead of queues. This simplifies the model and allows us to not worry about the
order in which messages are received. Related states have equal sets of seen messages.

We define the transition relation rel-step-fn which relates two Floodnet states s and u iff s tran-
sitions to u. It encodes all the possible ways s can transition to u. rel-skip-fn represents a transition
where s chooses to skip, hence u is s.

(definec rel-step-fn (s u :s-fn) :bool
(v (rel-skip-fn s u)

(rel-produce-fn s u)
(rel-forward-fn s u)
(rel-subscribe-fn s u)
(rel-unsubscribe-fn s u)
(rel-leave-fn s u)
(rel-join-fn s u)))

(definecd rel-skip-fn (s u :s-fn) :bool
(== u s))

rel-produce-fn relates s and u where u represents the state obtained after a new message has been
produced in s. The newly produced message is one of the pending messages in u. The boolean function
produce-fn-pre is a conjunction of the following preconditions: (i) the produced message is new i.e.,
it is not already found in the seen or pending sets of any of the peers in s, (ii) the originating peer of
the message exists in s, and (iii) the topic of the produced message is one in which the originating peer
publishes messages. The new message is added to the set of pending messages of the originating peer.

(definecd rel-produce-fn (s u :s-fn) :bool
(rel-produce-help-fn s u (fn-pending-mssgs u)))

(definec fn-pending-mssgs (s :s-fn) :lom
(match s
(() ’())
(((& . pst) . rst) (union-set (mget :pending pst) (fn-pending-mssgs rst)))))

(definec rel-produce-help-fn (s u :s-fn ms :lom) :bool
(match ms
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(() nil)
((m . rst) (v (^ (produce-fn-pre m s)

(== u (produce-fn m s)))
(rel-produce-help-fn s u rst)))))

(definec produce-fn-pre (m :mssg s :s-fn) :bool
(b* ((origin (mget :or m))

(origin-st (mget origin s)))
(^ (new-fn-mssgp m s)

origin-st
(in (mget :tp m) (mget :pubs origin-st)))))

(definecd new-fn-mssgp (m :mssg s :s-fn) :bool
(v (endp s)

(^ (nin m (mget :seen (cdar s)))
(nin m (mget :pending (cdar s)))
(new-fn-mssgp m (cdr s)))))

(definecd produce-fn (m :mssg s :s-fn) :s-fn
:ic (produce-fn-pre m s)
(mset (mget :or m)

(add-pending-psfn m (mget (mget :or m) s)) s))

(definecd add-pending-psfn (m :mssg pst :ps-fn) :ps-fn
(if (v (in m (mget :pending pst))

(in m (mget :seen pst)))
pst

(mset :pending (cons m (mget :pending pst)) pst)))

rel-forward-fn relates states s and u where u represents the state obtained after a peer in s forwards
a pending message. Notice that any of the pending messages in s are eligible to be forwarded. Notice also
that there can be several peers with a given message pending, and the Floodnet can take several possible
transitions to states related to the current state by rel-forward-fn. To model this in a constructive and
deterministic way, we introduce find-forwarder as a skolem function which returns the first peer in
the state where a given message is pending. It produces a concrete peer p in the call to forward-fn. Its
output contract (:oc) specifies that the message forwarding peer it returns (i) is a peer in s, (ii) possesses
the given message in its pending set, and (iii) that message is not new in s.

The forward-fn transition function simultaneously updated the state of the peer that forwards the
message, using update-forwarder-fn and updates the pending sets of the neighboring subscribers by
inserting the forwarded message using forward-help-fn. Note that messages are forwarded to all the
peers subscribing to the topic of the message in the :nsubs map. If the forwarding peer records its own
subscriptions in :nsubs, it can lead to rel-forward-fn being infinitely enabled. We will ensure that a
peer does not include itself in this map, by considering good Floodnet states later in the paper.

(definecd rel-forward-fn (s u :s-fn) :bool
(rel-forward-help-fn s u (fn-pending-mssgs s)))

(definec rel-forward-help-fn (s u :s-fn ms :lom) :bool
(match ms
(() nil)
((m . rst)
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(v (^ (in m (fn-pending-mssgs s))
(== u (forward-fn (find-forwarder s m) m s)))

(rel-forward-help-fn s u rst)))))

(definec find-forwarder (s :s-fn m :mssg) :peer
:ic (in m (fn-pending-mssgs s))
:oc (^ (mget (find-forwarder s m) s)

(in m (mget :pending (mget (find-forwarder s m) s)))
(! (new-fn-mssgp m s)))

(match s
(((p . &)) p)
(((p . pst) . rst)
(if (in m (mget :pending pst)) p (find-forwarder rst m)))))

(definecd forward-fn (p :peer m :mssg s :s-fn) :s-fn
:ic (^ (mget p s)

(in m (mget :pending (mget p s))))
(b* ((tp (mssg-tp m))

(pst (mget p s))
(nsubs (mget :nsubs pst))
(fwdnbrs (mget tp nsubs)))

(forward-help-fn (update-forwarder-fn p m s) fwdnbrs m)))

(definec update-forwarder-fn (p :peer m :mssg s :s-fn) :s-fn
(match s
(() ’())
(((!p . pst) . rst) (cons ‘(,p . ,(forwarder-new-pst pst m)) rst))
((r . rst) (cons r (update-forwarder-fn p m rst)))))

(definecd forwarder-new-pst (pst :ps-fn m :mssg) :ps-fn
(mset :seen

(insert-unique m (mget :seen pst))
(mset :pending

(remove-equal m (mget :pending pst))
pst)))

(definecd forward-help-fn (s :s-fn nbrs :lop m :mssg) :s-fn
(match s
(() ’())
(((q . qst) . rst)
(cons (if (in q nbrs)

‘(,q . ,(add-pending-psfn m qst))
‘(,q . ,qst))

(forward-help-fn rst nbrs m)))))

rel-subscribe-fn and rel-unsubscribe-fn relate states s and u where u represents the state ob-
tained after a peer in s subscribes to or unsubscribes from a set of topics, respectively. They are very
similar to their Broadcastnet counterparts and hence we omit their definitions.

rel-join-fn and rel-leave-fn relate states s and u where u represents the state obtained after a
peer joins s or leaves s, respectively. fn-join-witness calculates the peer and its peer-state, if there
exists a peer that joins s, and is analogous to bn-join-witness. rel-join-fn requires that the joining
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peer (i) is not already in s, and (ii) does not exist in its own :nsubs map. The second condition is
necessary to prevent peers from endlessly forwarding messages to themselves. join-fn depends on
new-joinee-st-fn which returns the state for a newly joined peer, and on set-subs-sfn which updates
the :nsubs map for each of the neighboring peers of the joining node. For the sake of brevity, we omit the
definitions of these helper functions. The rel-leave-fn relation, similar to rel-leave-bn requires that
there is a leaving peer, as calculated by (fn-join-witness u s) and that it already exist in the state.
Notice that there is another requirement, that a leaving peer has no pending messages. This condition
allows for graceful exit of leaving peers, guaranteeing that no pending messages are lost along with them.

(definecd rel-join-fn (s u :s-fn) :bool
(^ (fn-join-witness s u)

(b* ((p (car (fn-join-witness s u)))
(pst (cdr (fn-join-witness s u)))
(nbrs (topic-lop-map->lop (mget :nsubs pst))))

(^ (! (mget p s))
(nin p nbrs)
(== u (join-fn p (mget :pubs pst) (mget :subs pst) nbrs s))))))

(definecd join-fn (p :peer pubs subs :lot nbrs :lop s :s-fn) :s-fn
:ic (^ (! (mget p s))

(nin p nbrs))
(set-subs-sfn nbrs

subs
p
(mset p (new-joinee-st-fn pubs subs nbrs s) s)))

(definecd rel-leave-fn (s u :s-fn) :bool
(^ (fn-join-witness u s)

(mget (car (fn-join-witness u s)) s)
(endp (mget :pending (mget (car (fn-join-witness u s)) s)))
(== u (leave-fn (car (fn-join-witness u s)) s))))

(definecd leave-fn (p :peer s :s-fn) :s-fn
:ic (mget p s)
(match s
(() ’())
(((!p . &) . rst) rst)
((r . rst) (cons r (leave-fn p rst)))))

3 Correctness and the Refinement Theorem

We consider simulation refinement [23] as the notion of correctness for Floodnet and show that Floodnet
is a simulation refinement of Broadcastnet. The key idea of a simulation refinement is to show that
every behavior of the concrete system (Floodnet) is allowed by the abstract system (Broadcastnet). If we
prove a WFS refinement then we know that for any infinite computation tree starting from some Floodnet
state, we can find a related computation tree in Broadcastnet after applying the refinement map. Another
consequence is that we preserve any branching time properties, excluding next time, for example, all
properties in ACT L∗ \X [4].
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The refinement map needs to map Floodnet states to “related” Broadcastnet states. Why do we re-
quire a refinement map? Because states in different levels of abstractions may represent data differently,
or some implementation details from the lower abstraction may simply be missing in the higher level
specification. For example, :nsubs and :pending appear only in Floodnet peer states, not in Broad-
castnet peer states. Using a refinement map is like putting on glasses that let us “see” lower-level con-
crete states as their corresponding abstract specification states. The refinement map that we use is f2b

shown below. It maps Floodnet states to Broadcastnet states where pending messages have not yet been
broadcasted. This is called as the commitment approach to refinement, since we are mapping to states
consisting of only those messages that have been fully propagated in Floodnet and are thus considered
committed.

(definec f2b (s :s-fn) :s-bn
(f2b-help s (fn-pending-mssgs s)))

(definec f2b-help (s :s-fn ms :lom) :s-bn
(if (endp s)

’()
(cons ‘(,(caar s) . ,(f2b-st (cdar s) ms))

(f2b-help (cdr s) ms))))

(definecd f2b-st (ps :ps-fn ms :lom) :ps-bn
(ps-bn (mget :pubs ps)

(mget :subs ps)
(set-difference-equal (mget :seen ps) ms)))

To gain a better understanding of our refinement map, we examine example traces of Floodnet and
Broadcastnet in Figure 1. On the left side, we have a trace of a Floodnet, consisting of 3 green colored
nodes, numbered 1, 2 and 3. The node numbered 3 is connected to nodes 1 and 2. We show pending
messages on the top left of a node, and seen messages on the bottom right. So, in the second Floodnet
state shown, node 1 has a pending message m, after a produce-fn transition. On the right side, we have
Broadcastnet states such that for each Floodnet state on the left, we have its refinement map on the right
and for each transition on the left, we show a corresponding matching transition on the right.

The transitions on the Floodnet side are as follows : (i) Node 1 produces message m; (ii) Node 1
forwards its pending message m to its connected neighboring peer 3; (iii) Node 1 leaves the network
(iv) Node 2 unsubscribes from (mssg-tp m), which is the message topic (iv) Node 3 unsubscribes from
(mssg-tp m), and finally (v) Node 3 forwards m to node 2. Notice that f2b is a clear refinement map
where events like joining and leaving are not masked. Hence, in the corresponding Broadcastnet states,
leave and unsubscribe transitions are matched with leave and unsubscribe transitions. However, when the
message m can no longer be forwarded, and is no longer pending, it needs to be matched by a broadcast.
But notice that on the Broadcastnet side (a) the originating peer (Node 1) is no longer present, which is
required for a broadcast, due to broadcast-bn-pre, and (b) there are no subscribers of m left in the
network! This issue arises from the fact that broadcasting a message in Floodnet is a highly fragmented
operation, taking place over several message hops during which peers are free to leave, join, subscribe
or unsubscribe. With so many moving parts in the network, it becomes impossible to specify which
nodes will receive the broadcasted message in the Broadcastnet under the refinement map at the time
the message is produced. To solve this problem, we generalize the Broadcastnet specification by adding
another transition relation: rel-broadcast-partial-bn which allows us to relate 2 states s and u where
u represents the state obtained after broadcasting a message in s, but only partially. This relation is
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defined using the broadcast-partial transition function, which given a message and a list of peers,
sends the message to those peers.

Floodnet Broadcastnet
f2b

1

23

skip

skip

leave-bn

unsubscribe-bn

unsubscribe-bn

broadcast-partial

{m}

1

23

produce-fn

{m}

forward-fn

{m}
{m}

leave-fn

{m}

unsubscribe-fn

{m}

unsubscribe-fn

{m}

forward-fn

{m}

Figure 1: On the left is an example Floodnet trace. Broadcastnet states on the right are refinement maps
of the Floodnet states on the left, and every step taken by the Broadcastnet states matches each step taken
by the Floodnet states.

When we consider a static configuration where nodes do not change their subscriptions, no existing
nodes are leaving, no new nodes are joining, and the network is connected in each topic, the recip-
ients of the message m in broadcast-partial can be shown to be exactly those in broadcast i.e.,
the subscribers of (mssg-tp m). This aligns with Dijkstra’s notion of self-stabilizing distributed sys-
tems [11], where the system is guaranteed to reach a legitimate configuration regardless of the initial
state. In our case, once the system stabilizes (i.e., peer churn and subscription/unsubscription ceases),
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the broadcast-partial step effectively becomes indistinguishable from a broadcast step, reinforcing
the view that broadcast-partial is a generalization that accommodates transient perturbations while
preserving desirable behavior in steady state.
(definecd rel-broadcast-partial-bn (s u :s-bn) :bool
(^ (br-mssg-witness s u)

(new-bn-mssgp (br-mssg-witness s u) s)
(== u (broadcast-partial (br-mssg-witness s u)

(brd-receivers-bn (br-mssg-witness s u) u)
s))))

(definecd broadcast-partial (m :mssg ps :lop s :s-bn) :s-bn
:ic (new-bn-mssgp m s)
(broadcast-partial-help m ps s))

(definecd broadcast-partial-help (m :mssg ps :lop st :s-bn) :s-bn
(match st
(() nil)
(((p . pst) . rst)
(cons ‘(,p . ,(if (== p (car ps))

(mset :seen (insert-unique m (mget :seen pst)) pst)
pst))

(broadcast-partial-help m (if (== p (car ps)) (cdr ps) ps) rst)))))
;; broadcast message receivers in a Broadcastnetwork
(definec brd-receivers-bn (m :mssg s :s-bn) :lop
(match s
(() ())
(((p . pst) . rst) (if (in m (mget :seen pst))

(cons p (brd-receivers-bn m rst))
(brd-receivers-bn m rst)))))

We define rel-B, which holds for related states. rel-B is defined over a set of states combining
both Floodnet and Broadcastnet states, which we define as borf. Notice that rel-B depends on Floodnet
states satisfying the good-s-fnp predicate. This predicate ensures that each Floodnet state in the trace
satisfies certain invariants. Given space constraints, we only list the invariant properties that hold true for
good-s-fnp states at the end of the following listing.
(defdata borf (v s-bn s-fn))

(definec rel-B (x y :borf) :bool
(v (rel-wf x y)

(== x y)))

(definec rel-wf (x y :borf) :bool
(^ (s-fnp x)

(s-bnp y)
(good-s-fnp x)
(== y (f2b x))))

(definec rel-> (s u :borf) :bool
(v (^ (s-fnp s) (s-fnp u) (good-rel-step-fn s u))

(^ (s-bnp s) (s-bnp u) (rel-step-bn s u))))
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(definec good-rel-step-fn (s u :s-fn) :bool
(^ (good-s-fnp s)

(good-s-fnp u)
(rel-step-fn s u)))

;; A good-s-fnp state satisfies 2 predicates
(definec good-s-fnp (s :s-fn) :bool
(^ (p!in-nsubs-s-fn s) (ordered-seenp s)))

;; Invariant 1: A peer p does not track its own subscriptions in the
;; :nsubs map. So, it can not forward a message to itself.
(propertyd prop=p!in-nsubs-s-fn (p :peer tp :topic s :s-fn)
:h (^ (mget p s) (p!in-nsubs-s-fn s))
:b (nin p (mget tp (mget :nsubs (mget p s)))))

;; Invariant 2: :seen components of Floodnet peers are ordered.
(property prop=ordered-seenp-cdar (s :s-fn)
:h (^ s (ordered-seenp s))
:b (orderedp (mget :seen (cdar s))))

(definec orderedp (x :tl) :bool
(match x
(() t)
((&) t)
((a . (b . &)) (^ (<< a b) (orderedp (cdr x))))))

Proving the WFS refinement requires proving the following three theorems: (i) WFS1 states that
concrete Floodnet states are related to their corresponding Broadcastnet states under the refinement map
(by relation rel-B), (ii) WFS2 states that the labelling function labels related states equally, and (iii)
WFS3 states that given related states s and w, and given s steps to u under the transition relation, there
exists a state, say v, such that u is matched by a step from w going to v such that w is related to v.

;; WFS1
(property b-maps-f2b (s :s-fn)
:h (good-s-fnp s)
:b (rel-B s (f2b s)))

;; WFS2. L is the labelling functions of our combined transition system
(definec L (s :borf) :borf
(match s
(:s-bn s)
(:s-fn (f2b s))))

(property wfs2 (s w :borf)
:h (rel-B s w)
:b (== (L s) (L w)))

;; WFS3
(defun-sk exists-v-wfs (s u w)
(exists (v)
(^ (rel-> w v)

(rel-B u v))))
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(property wfs3 (s w u :borf)
:h (^ (rel-B s w)

(rel-> s u))
:b (exists-v-wfs s u w))

;; Witness generating function for v
(definec exists-v (s u w :borf) :borf
:ic (^ (rel-B s w)

(rel-> s u))
(if (null s)

(if (null u)
nil

(exists-nil-v u))
(exists-cons-v s u w)))

;; when w is nil
(definec exists-nil-v (u :borf) :borf
:ic (^ u (rel-> nil u))
(match u
(:s-fn (exists-v1 nil u))
(:s-bn u)))

;; when w is not nil
(definec exists-cons-v (s u w :borf) :borf
:ic (^ s (rel-B s w) (rel-> s u))
(cond
((^ (s-bnp s) (s-bnp w)) u)
((^ (s-fnp s) (s-bnp w)) (exists-v1 s u))
((^ (s-fnp s) (s-fnp w)) u)))

;; when s and u are Floodnet states
(definec exists-v1 (s u :s-fn) :s-bn
:ic (good-s-fnp s)
(cond
((rel-skip-fn s u) (f2b s))
((^ (rel-forward-fn s u)

(!= (f2b s) (f2b u)))
(broadcast-partial (br-mssg-witness (f2b s) (f2b u))

(brd-receivers-bn (br-mssg-witness (f2b s) (f2b u))
(f2b u))

(f2b s)))
(t (f2b u))))

4 Proof Organization

Given that we define our models using transition functions from states to states, whereas the refinement
theorem is expressed in terms of transition relations, proving the monolithic refinement theorem can be
a daunting task. In this section, we describe how we approached the mechanization of the refinement
proof. The entire codebase can be logically partitioned into four stages:
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• State models and transition functions: State models are described using defdata, and transition
functions on the state models are described using definec and appear in files bn-trx.lisp and
fn-trx.lisp. Apart from the input state, functions may accept additional arguments. For example
forward-fn 2.2 accepts a peer p along with a message m that p forwards. These functions usually
have input contracts to ensure that the extra arguments satisfy certain properties, for example, p
should be a peer in the state s, and it should have m in its pending set of messages.

• Properties of functions under the refinement map: Given that we have defined functions that
accept states and output states, we then prove theorems relating Floodnet states to their corre-
sponding Broadcastnet states under the refinement map in file f2b-commit.lisp. For example,
here is one such theorem:

(property prop=forward-fn (p :peer m :mssg s :s-fn)
:h (^ (mget p s)

(in m (mget :pending (mget p s)))
(== (fn-pending-mssgs (forward-fn p m s))

(fn-pending-mssgs s)))
:b (== (f2b (forward-fn p m s))

(f2b s)))

Notice that these theorems still depends on variables that have not yet been skolemized, so as to
ease the theorem proving process.

• Transition relations: We define the transitions relations for both Broadcastnet and Floodnet in
trx-rels.lisp. Transition relations are boolean functions over two state variables, and hence,
we also define witness functions for non-state variables appearing in the transition functions. In
our running example, we instantiate p with (find-forwarder s m) and m could be any one of the
pending messages in the state.

• Combined states, transitions relations and correctness theorems: Finally we prove the WFS
theorems and their helper properties in f2b-sim-ref.lisp.

During development, some of the previous iterations of our model deviated from the metatheory. For
example, in one iteration of the final theorem, the restrictions on the transition relations, which serve as
guards against illegal behaviors, emerged as part of the hypotheses of WFS3. It forced us to understand
the nature of good states, and to derive the required hypotheses from the invariants of the good states.
In an another iteration of our models, the transition relations corresponding to each of the transitions a
model can make, was augmented with natural numbers, such that transitions on the Floodnet states were
matched by transitions on the Broadcastnet states bearing the same number. Eventually, this arrangement
seemed unnecessary because even without the natural numbers, the theorem prover was able to pick the
required transition based on theorems proved on them, and because of their definitions being disabled.
Hence we would recommend to stick to the metatheory when implementing proofs of refinement, and
always write the top level theorems, before embarking on proving lower-level theorems.

5 Related Work

Proof mechanization in context of P2P systems has been explored previously. Azmy et. al. [3] formally
verified a safety property of Pastry, a P2P Distributed Hash Table (DHT), in TLA+ [22]. The safety
property is that of correct delivery, which states that at any point in time, there is at most one node that
answers a lookup request for a key, and this node must be the closest live node to that key. Their proof
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assumes that nodes never fail, which is a likely event in any P2P system. Zave [41] utilized the Alloy
tool [14] to produce counter-examples to show that no published version of Chord is correct w.r.t. the
liveness property of the Chord ring-maintenance protocol: that the protocol can eventually repair all
disruptions in the ring structure, given ample time and no further disruptions while it is working. Kumar
et. al. modeled the Gossipsub [35] P2P protocol in ACL2S, formulated safety properties for its scoring
function and showed using counter-examples that for some applications like Ethereum which configure
Gossipsub in a particular way, it is possible for Sybil nodes to violate those properties, thereby creating
large scale partition or eclipse attacks on the network [19, 18]. To the best of our knowledge, none of the
previous work has attempted to prove the correctness of a P2P system by showing it as a refinement of a
higher level specification.

There exist several provers to formally check properties of distributed systems, such as Dafny [13],
TLA+, Ivy [32] and DistAlgo [34]. They operate by reducing a given specification to a decidable logic
formula expressed entirely in First Order Logic. The basic tactic involves forming a conjunction of
protocol invariants, invert it, and then using an SMT solver to (possibly) search for a counterexample.
The issue in such systems is a lack of expressivity, which does not allow capturing properties over infinite
traces. Another issue is that our models can be arbitrary, with nodes leaving and joining and with arbitrary
pending messages in transit across a network. And we are reasoning about all possible behaviors of the
protocol, which could not be done if we were to be limited to a decidable fragment of logic.

We wrote our models and proved our theorems in ACL2S. The ACL2 Sedan (ACL2S) [12, 6] is
an extension of the ACL2 theorem prover[15, 16, 17]. On top of the capabilities of ACL2, ACL2S

provides the following: (1) A powerful type system via the defdata data definition framework [9] and
the definec and property forms, which support typed definitions and properties. (2) Counterexample
generation capability via the cgen framework, which is based on the synergistic integration of theorem
proving, type reasoning and testing [8, 10, 7]. (3) A powerful termination analysis based on calling-
context graphs [29] and ordinals [26, 27, 28]. (4) An (optional) Eclipse IDE plugin [6]. (5) The ACL2S

systems programming framework (ASPF) [40] which enables the development of tools in Common Lisp
that use ACL2, ACL2S and Z3 as a service [38, 37, 20, 39].

6 Conclusions and Future Work

In this paper, we described our ACL2S models for Broadcastsub and Floodsub, Broadcastnet and Flood-
net respectively, and proposed Broadcastnet as a specification of Floodnet. For both the models, we
explained our transition systems (including state and transition relations) and design decisions. We de-
scribed our refinement map f2b, the combined transition system and the equivalence relation rel-B

relating related states. Finally we explained the refinement theorem.

In the future we would like to show that in a static configuration where a Floodnet is connected in each
of the topics, a forward-fn transition can be matched by either a broadcast-partial or a broadcast

transition. We would also like to refine Floodnet progressively until we approach a specification close to
Gossipsub. By contrasting this lowest layer of our refinement chain to Gossipsub, we will be able to find
and explain security issues in Gossipsub from a refinement point of view.
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